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Abstract. In this article we study several heuristics for selecting pairs of alternatives that a decision maker must compare during an incremental preference elicitation process of the Simplified Ranking based on Multiple reference Profiles (SRMP) model. This work is motivated by a real-world context in which a SRMP model has been integrated in the on-board system of an Unmanned Aerial Vehicle (UAV), and where an off-line preference elicitation process is performed with the operator (or decision maker in this case) before the mission. Our goal is therefore to determine a heuristic, with respect to various problem characteristics, that leads as quickly as possible to a good-enough representation of the decision maker’s real preferences, in order to minimize his / her cognitive effort.
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1 Introduction

When modelling complex decision problems, Multi-Criteria Decision Aiding usually uses three types of problem formulations (see for instance [18]): choice, ranking and sorting. Many aggregation methods have been proposed in the literature to solve these problems (see for instance [6]). In this paper, we focus on a method based on outranking relations, called Simplified Ranking based on Multiple reference Profiles (SRMP) [15], which provides a ranking of alternatives by comparing them to a set of reference profiles, instead of directly to each other.

When used in practice, the SRMP model should be tuned so that it accurately reflects the decision maker’s (DM) preferences. This is done through a preference elicitation phase, in which an analyst and the DM interact in order to set the values for the model parameters. Very often, an indirect approach is used to set these values, by using holistic (or a posteriori) information (see e.g. [10]). Such an approach, in which the DM is asked to give his / her preferences on

pairs of alternatives, has recently been proposed for SRMP, in order to reduce the cognitive effort of the DM [14]. In this paper, we suspect that this effort might still be too large, and that it could be reduced in a progressive, incremental learning process, where the pairs of alternatives to be compared by the DM are selected according to a heuristic, which leads as quickly as possible to a good-enough representation of the DM’s real preferences. The work is motivated by a real-world context presented hereafter, in which a drone operator is involved in a preference elicitation process, in order to tune the parameters of an SRMP model that will be embedded in a drone.

The paper is structured in the following way: Section 2 presents the real-world motivation of this work. Then, Section 3 presents a quick overview on preference elicitation, and more specifically incremental learning. In Section 4 we first present the SRMP method, illustrate our discourse with an example taken from our use-case and present the existing non-incremental algorithm used to learn its parameters. In Section 5 we present the heuristics that we have explored so far for an incremental elicitation and in Section 6 we detail two experiments that we have performed in order to determine the heuristic to use in an incremental inference of an SRMP model approach. Finally, in Section 7 we discuss our findings and present our ongoing and future work.

2 Practical motivation

Unmanned Aerial Vehicles (UAVs), also known as drones, are employed in various civilian or military contexts (maritime surveillance, aerial surveying to update maps, tracking of smaller drones, . . . ). To accomplish a mission, they have to make decisions (e.g. land, loiter, return to base, . . . ) autonomously by taking into account multiple, potentially conflicting, criteria. Furthermore, UAVs operating with a high level of autonomy require that the operator / DM has a high confidence in the decisions they make.

Consequently, we propose to integrate models of human preferences into the automated control of UAVs. To do so, we first elicit the preferences of the operator in an off-line simulated context, during which the operator is confronted with multiple possible actions that the UAV might face, and for which he is asked to express his / her preferences. The learned model is then integrated into the on-board system of the UAV, having confidence that its on-line decisions will resemble as much as possible the preferences of the operator.

In order to ensure that the drone’s decisions are consistent with the operator’s preferences, even in situations not seen during the learning phase, and to avoid cognitive fatigue during this learning phase, we propose using an incremental preference elicitation strategy, based
on heuristic for selecting the pairs of actions needed to compare. Moreover, the set of potential alternatives that can be used in the incremental elicitation process are predefined – as it is classically done in this field. In the context of the UAV application, the alternatives simply correspond to the choices that the UAV has to make (among actions such as “continue the mission”, “return to the base”, “skip a waypoint”, ...) in different scenarios, contexts that are representative of standard or critical situations.

3 Background on preference elicitation

We are all facing the difficulty of making decisions on a day to day basis, whether the goal is to make a choice among a set of alternatives, to sort them or to rank them. In real-word problems, several conflicting evaluation criteria are involved in these decisions, which makes them inherently difficult. Multi-Criteria Decision Aiding (MCDA) [19, 16] aims to help the decision maker (DM) to solve such decision problems by taking into account his/her preferences. In the literature, MCDA methods are classified into three approaches (1) Multi-Attribute Value Theory (MAVT) [11], (2) outranking-based approaches [17] and (3) rule-based models [8].

The DM’s preferences are usually transformed into values or constraints on the parameters of the MCDA model at hand (e.g. criteria weights and value functions for MAVT models). They can be given directly by the DM through a direct preference elicitation approach, however, such an approach is usually too difficult in real life, as the DM needs to have a very good understanding of the MCDA model. Therefore, a second approach is to start from a partial knowledge on the output of the method, such as, for example, pair-wise comparisons of alternatives in the ranking context, or assignment examples in the sorting context and then infer the model parameters.

The second approach so-called indirect preference elicitation has received much attention from researchers. For example, in the MAVT field, the seminal work of Jacquet-Lagreze et.al. [10] proposes the UTA method to infer additive value functions from a given ranking of a reference set through mathematical programming techniques. Later, such learning algorithms have been used on various different aggregation operators. Next to that, for outranking methods, Simos [20] proposes a simple procedure that allows to determine indirectly the weights of ELECTRE methods by using a set of cards. This method has been improved in [5]. Ngo The et.al. [21] propose a mixed integer linear program in order to infer the profiles of an ELECTRE TRI model with fixed weights and thresholds. Greco et.al. [7] define the ELECTREGRMS method, which uses robust ordinal regression to construct a set of outranking models compatible with the provided preference information.

These techniques are by nature not incremental, as they start from the partial knowledge on the desired output of the MCDA method, as expressed by the DM, and determine in one shot a parameter configuration compatible with it. Regarding this progressiveness, in the MAVT context, Durbach [4] and Lahdelma et.al. [12] use an index that quantifies the volume of the polyhedron of the constraints specifying the possible value functions. They try to reduce this volume by adding constraints representing pair-wise comparisons of alternatives, until they converge to the best solution. Holloway et.al. [9] show the importance of the order of the pair-wise comparisons in decreasing the number of questions for reducing the cognitive effort of the DM. Ciomek et.al. [2] present a set of heuristics to minimize the number of elicitation questions and prioritize them in the context of single choice decision problems. They conclude that the best performing heuristic depends on the problem settings (e.g. number of criteria and alternatives). In the same context, Benabbou et.al. [1] select a set of pair-wise questions using a minimax regret strategy. This strategy reduces the number of pair-wise questions but the performance guarantee is weakened (with some acceptable bounds to the ideal situation).

To our knowledge, no previous work deals with incremental elicitation for outranking methods, and more specifically with the Simple Ranking Method Using Reference Profiles (SRMP).

4 Ranking with SRMP

4.1 Background and notation

In outranking methods, an “at least as good as” relation is built between pairs of alternatives evaluated on multiple criteria. This binary relation, called “outranking relation” [17] is often denoted by ≥. An alternative a outranks another one, b, i.e. a ≥ b, if there are strong enough arguments to declare that a is at least as good as b and if there is no essential reason to refute that statement. Unfortunately, comparing all possible alternatives according to such a relation may result in cycles in the outranking relation, thus making it impossible to create a ranking. It has therefore been proposed by Rolland [15] to use a so-called reference point in the comparison of two alternatives: a is considered as strictly preferred to b if and only if the outranking relation between a and the reference point is stronger than the outranking relation between b and the reference point. Let us now show how this is implemented more formally.

We denote with $A$ a set of $n$ alternatives and with $M = \{1, \ldots , m\}$ the indexes of $m$ criteria. The evaluation of an alternative $a \in A$ on criterion $j \in M$ is denoted with $a_j$.

SRMP [15] is an outranking method which uses so-called reference points to rank alternatives. The method is defined by several parameters, which may differ from one DM to another and which need to be identified beforehand, either directly, or through a learning algorithm. These parameters are:

- the reference profiles: $P = \{p^h : h = 1, \ldots , k\}$ where $p^h = \{p^h_l : 1 \leq l \leq m, 1 \leq h \leq k\}$ corresponds to the evaluations of $p^h$ on all criteria and $p^h_l \geq p^h_l’$ for every $h, l \in 1, k, h > l$;
- the lexicographic order of the profiles: $\sigma$, which corresponds to a permutation on $1, k$;
- the criteria weights: $w_1, w_2, \ldots , w_m$, where $w_j \geq 0$ and $\sum_{j=1}^{m} w_j = 1$.

SRMP consists in a three-steps procedure as follows:

1. compute $C(a, p^h) = \{j \in M : a_j \geq p^h_j\}$ with $a \in A, h = 1, k$, the set of criteria on which alternative $a$ is at least as good as profile $p^h$.
2. compare all pairs of alternatives $a, b \in A$ to the reference profiles in order to define the following relations:
   - $a \succeq_{p^h} b \iff \sum_{j \in C(a, p^h)} w_j \geq \sum_{j \in C(b, p^h)} w_j$
   - $a \succ_{p^h} b \iff \sum_{j \in C(a, p^h)} w_j > \sum_{j \in C(b, p^h)} w_j$
   - $a \sim_{p^h} b \iff \sum_{j \in C(a, p^h)} w_j = \sum_{j \in C(b, p^h)} w_j$
3. rank two alternatives $a, b \in A$ by sequentially considering the relations $\succeq_{p^h(1)}, \succeq_{p^h(2)}, \ldots , \succeq_{p^h(k)}$ (according to the lexicographic order $\sigma$):
• a is preferred to b iff:
  \( a \succ_p a_1 b \) or
  \( a \sim_p a_1 b \) and \( a \succ_p a_2 b \) or
  \( \ldots \)
  \( a \sim_p a_1 b \) and \( \ldots \) and \( a \sim_p a_{k-1} b \) and \( a \succ_p a_k b \)

• a is indifferent to b iff:
  \( a \sim_p a_1 b \) and \( \ldots \) and \( a \sim_p a_k b \)

4.2 Illustrative example

For this example, we return to the practical motivation of this article, which is integrating autonomous decisions into drones based on the preferences of an operator / human decision maker. Classically, in a mission, such an UAV has to pass through a certain number of so-called way-points. For simplicity reasons, we will suppose here that at each way-point, the drone has to make a decision, which is to select between multiple actions or alternatives, like, e.g., continue the mission, land, interrupt the mission and return to base, . . . Consequently, we will suppose here that the decision model that is embedded in the drone is an SRMP model, which, for this illustration, is tuned according to the operator’s preferences and which has been learned beforehand.

Consider that the drone has arrived in a way-point and that it faces three possible actions, x, y and z, which are evaluated on three criteria: risk (R), energy consumption (E) and mission progress (M). The evaluation of these alternatives on the criteria is presented in Table 1, as well as the preference parameters, learned beforehand from the operator.

![Figure 1. SRMP example](image)

Table 1. Evaluations of the alternatives and SRMP parameters

<table>
<thead>
<tr>
<th>r</th>
<th>Criterium</th>
<th>R</th>
<th>E</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>low</td>
<td>80%</td>
<td>0%</td>
<td>20%</td>
</tr>
<tr>
<td>y</td>
<td>high</td>
<td>55%</td>
<td>90%</td>
<td>0%</td>
</tr>
<tr>
<td>z</td>
<td>medium</td>
<td>20%</td>
<td>50%</td>
<td>0%</td>
</tr>
<tr>
<td>p²</td>
<td>low</td>
<td>70%</td>
<td>80%</td>
<td>0%</td>
</tr>
<tr>
<td>y²</td>
<td>high</td>
<td>35%</td>
<td>40%</td>
<td>0%</td>
</tr>
<tr>
<td>w</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td></td>
</tr>
<tr>
<td>σ</td>
<td>(1, 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The two reference profiles allow to define three segments on the performances on each criterion: better than \( p^2 \); between \( p^1 \) and \( p^2 \); worse than \( p^1 \). In other terms, the reference profiles allow to identify an ordered encoding for each criterion defined by three ordered intervals of performances (A, B, and C) as illustrated in Fig. 1, such that:

A performances above \( p^2 \) on each criterion are denoted A (which can be interpreted as “good”).
B performances between \( p^1 \) and \( p^2 \) on each criterion are denoted B (which can be interpreted as “intermediate” or “fair”).
C performances below \( p^1 \) on each criterion are denoted C (interpreted as “insufficient”).

The evaluations of the alternatives through this encoding is presented in Table 2.

We are going to follow the steps presented before to rank the three alternatives x, y and z. First we compute \( C(a, p^h) = \{ j \in M : a_j \geq p^h_j \} \), \( \forall a \in A = \{ x, y, z \}, h = \{ 1, 2 \}, M = \{ R, E, M \} \). Then we compare the alternatives one to each other by using the profiles \( p^h \), before ranking them with respect to the lexicographic order \( \sigma = \{ 1, 2 \} \).

\[
\begin{align*}
p^1 & : \sum_{j \in C(x, p^1)} w_j = 1/3 + 1/3 + 0 = 2/3 \quad \Rightarrow \quad y \succ p^1 x \quad y \succ p^1 z \quad x \sim p^1 z \\
p^2 & : \sum_{j \in C(x, p^2)} w_j = 1/3 + 1/3 + 0 + 1/3 = 2/3 \quad \Rightarrow \quad x \succ p^2 z
\end{align*}
\]

The final ranking is thus \( y \succ x \succ z \), hence y is globally the best alternative, followed by x and then z. In other words, the drone will choose action y.

This small examples underlines two features of the decision model that are important for this application. First of all, the evaluations of the possible actions of the drone in each way-point might be of very different types (an ordinal risk level vs. a quantitative evaluation of remaining energy). This pleads in favour of an outranking model, where these evaluations do not have to be brought to the same scale. Second, if we want the operator to trust the drone’s decisions, any decision it makes must be easily explainable. In our case, we can tell the operator that: action y is better than all other alternatives because it does not have any “bad” evaluations (C), while x and z have one “bad” evaluation on criterion M, respectively E. Also, action x is better than action z because it has “good” evaluations (A) on criteria R and E while z does not have any “good” evaluations.

4.3 Non-incremental elicitation of SRMP models

In [14] the authors propose to elicit the preference parameters of SRMP models from pairwise comparisons of alternatives given by
the DM. They formulate SRMP preference elicitation as a mixed integer linear optimization problem (MIP). Furthermore, they propose Algorithm 1 which iteratively adjusts the number of reference points.

Algorithm 1 Procedure to elicit an SRMP model.

Input:
The sets of pairwise comparisons \( \mathcal{L} \);
The evaluations of alternatives \( g_j(a), j \in M, a \in A^* \);

Output:
\( k \) the number of reference profiles;
A set of reference profiles \( p^1, p^2, \ldots, p^k \);
A lexicographic order on the reference profiles;
Criteria weights \( w_j, j \in M \);
Problem solved \( \Leftarrow \text{false} \)
while not Problem solved do
for all lexicographic order on reference profiles \( \sigma \) do
if all preference statements are restored by a S-RMP model using \( \sigma \) then
Problem solved = true
break
\( k \leftarrow k + 1 \)
end
end

The set of linear constraints that define a mixed integer linear program (MIP) used to infer an SRMP model is presented in Table 3. The program includes parameters that are related to the set of alternatives, the criteria, the number of profiles and the binary comparisons (preference / indifference) of alternatives provided by the decision maker (1). Some variables are used for SRMP parameters (weights (3) and profiles (4)) and other binary variables for the modelling of the constraints (5-7). The linear constraints listed in this program serve different purposes. The first ones, (8) and (9), ensure that the sum of the weights is equal to 1 and that each weight is greater then 0. The following three constraints ensure that the profiles evaluations are in a relation of dominance and that they are bounded within the \([0,1]\) interval. Constraints 13 and 14 are used to model \( \delta_j(a, p^h) \) as a binary indicator for \( a \) being at least as good as profile \( p^h \), while the following three constraints model \( \omega_j(a, p^h) \) as the equivalent of \( \delta_j(a, p^h) \cdot w_j \), for all \( a \in A^* \), \( h = 1..k \) and \( j \in M \). Constraints 21 to 23 are used to model the input of the DM in the form of a preference between \((a, b) \in \mathcal{P}r\), i.e. \( a \succ b \). Finally, the last constraint is used to model the input of the DM in the form of an indifference between \((a, b) \in \mathcal{I}n\), i.e. \( a \sim b \).

5 Heuristics for an incremental learning of SRMP models

In order to reduce the cognitive effort of the DM during the preference elicitation process, we propose here to study how an incremental learning of the SRMP model parameters can be performed. In practice this means that the DM participates in an iterative process, where at each iteration he / she expresses his / her preferences by answering a pair-wise comparison question: do you strictly prefer alternative \( a \) to alternative \( b \), to \( a \), or are you indifferent between \( a \) and \( b \)? His / her answer is then added as a supplementary constraint in the mixed integer linear program which infers the model parameters. The number of such pair-wise questions consequently needs to be minimized and the pairs well selected.

For now, our work focuses on finding the heuristic of selecting the pairs of alternatives to present to the DM. We assume that the number of profiles and their lexicographic order are fixed in advance. We are thus using the Algorithm 1 presented in Section 4.3 with a given \( k \). As mentioned in Section 2, we consider that an existing database contains all the feasible alternatives for our problem and so our task is to find a strategy of which pairs to select among them.

The proposed heuristics can be divided into two categories:

1. the ones related to the space of the alternatives, where the pair-wise questions are selected without using the model generated in the previous iteration,
2. the ones related to the space of the solutions (and thus the parameters) by considering the previous preferences of the DM in the choice of the next pair.

The alternatives are defined by their evaluations on different criteria, which can be either qualitative, quantitative or both in real cases. However, to facilitate our experimental work here, we focus on the case where all evaluations inside the \([0,1]\) numerical scale.

5.1 Random heuristic

This first heuristic that we wish to study simply selects sequentially and randomly a pair of alternatives in the set \( \mathcal{L} \) containing the possible pairs.

\[ (a, b)_{\text{random}} = \text{random}\{ (a, b) \in \mathcal{L} \} \]

5.2 Heuristics using the distance between alternatives

In this category of heuristics, the DM is asked to compare either “similar” alternatives (having thus close evaluations on the criteria), or “dissimilar” ones (having thus very contrasted evaluations on the criteria).

In our context, these two heuristics can use an \( L1 \) norm \( d_{(a,b)} \), defined for two alternatives \( a \) and \( b \) by

\[ d_{(a,b)} = \sum_{j=1}^{m} |a_j - b_j| / m \]

The selected pair is the one with smallest distance for the “similar” alternatives \((a,b)_{\text{similar}}\) and the largest distance for those how are “dissimilar” \((a,b)_{\text{dissimilar}}\).

\[ (a,b)_{\text{similar}} = \text{argmin}_{(x,y) \in \mathcal{L}} d_{(x,y)} \]

\[ (a,b)_{\text{dissimilar}} = \text{argmax}_{(x,y) \in \mathcal{L}} d_{(x,y)} \]

5.3 Heuristics using the distance between alternatives and the profile(s) of the current SRMP model

This heuristic is built in two steps. First we select a fixed number of pair-wise questions (e.g. 10% of the total number of pairs) randomly.
from $\mathcal{L}$ to construct a first SRMP model $M_0$. Second, we select iteratively the following pair using the heuristic detailed below.

The concept of using a distance is also maintained here but used in a different context. Since we are using the current model $M_i$, i.e., the model generated in a previous iteration, we will use its parameters to select the next pair of alternatives. To reflect this, the distance between alternative $a \in A^*$ and a profile $p \in \{p_1, p_2, ..., p_M\}$ is a weighted distance defined as follows:

$$d_{(a,p)} = \sum_{j=1}^{M} w_j |a_j - p_j|$$

where $w$ corresponds to criteria weights from model $M_i$.

Since we are dealing with a pair of alternatives of $\mathcal{L}$, we consider here the average distance $d_{(a,b),p}$ between $d_{(a,p)}$ and $d_{(b,p)}$:

$$d_{((a,b),p)} = \frac{(d_{(a,p)} + d_{(b,p)})}{2}$$

Two strategies can be mentioned here. The first one, where we select the closest pair $(a,b)_{\text{close}}$ to the profile and the second one, where the farthest pair is chosen $(a,b)_{\text{far}}$:

$$(a,b)_{\text{far}} = \arg \max_{(x,y) \in \mathcal{L}} d_{((x,y),p)}$$

Once this selection is done for a given profile, the MIP is run, and in the next iteration, the next profile of the lexicographic order is chosen (until we reach the last one, after which we restart from the beginning of the lexicographic order).

5.4 Volume heuristic

The DM’s answer to a pairwise comparison question is unpredictable. In this heuristic, in order to select the next pairwise comparison, we use an indicator which estimates the volume of the search space for the preferential parameters (i.e. the polyhedron of the constraints of the MIP). The answer to the pairwise comparison question “is $a$ preferred to $b$ or $b$ preferred to $a$?” generates a supplementary constraint in the MIP. In most of the cases, this question splits the search space in two parts (one for the answer $a \succ b$, one for the answer $b \succ a$). If we estimate the volume of each of the two parts, the best pairwise comparison to choose from the set $\mathcal{L}$, without any further knowledge on the possible answer, is the one which splits the search space into two equal parts.

As the volume of this search space is too hard to compute, we approximate it, as in Leistedt [13] by the polyhedron of solutions
Based on the minimum and maximum values that the variables can take. So for each possible pair of \( L \), we calculate these volumes, and determine in the end the one which splits the original space into two, mostly equal, parts.

This heuristic is obviously computationally very costly, as it requires to calculate the minimal and maximal values each variable can take for the current version of the MIP.

### 6 Experiments

In order to limit the number of computational experiments needed to validate the proposed approach and study the different strategies of choosing the pairs of alternatives to compare, we initially carry out an experiment seeking to study the relevance of having fewer or more reference profiles in an SRMP model. Given these limits, we then proceed to testing the aforementioned strategies.

#### 6.1 Expressiveness of the SRMP model

In order to determine the expressiveness of the S-RMP models, we begin by generating a series of 100 SRMP models with \( m \in \{3, 5, 7\} \) criteria. We additionally pick a large number of reference profiles, \( k = 10 \), in order to simulate the creation of preference models of high complexity. Using these models, we generate and compare a total of 5,000 alternatives with randomly generated criteria evaluations. We illustrate in Table 4 the distribution of the number of profiles needed for constructing the relations between these alternatives. We remind here that, each pair of alternatives is compared to the reference profiles one by one, stopping at the first profile in the lexicographic order which places the two alternatives in a relation of preference.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( 3 )</th>
<th>( 5 )</th>
<th>( 7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>67.15 (1.84)</td>
<td>82.21 (1.88)</td>
<td>89.21 (1.57)</td>
</tr>
<tr>
<td>2</td>
<td>19.39 (1.65)</td>
<td>13.97 (1.72)</td>
<td>8.93 (1.19)</td>
</tr>
<tr>
<td>3</td>
<td>7.04 (0.72)</td>
<td>2.86 (0.42)</td>
<td>1.61 (0.32)</td>
</tr>
<tr>
<td>4</td>
<td>3.09 (0.46)</td>
<td>0.55 (0.05)</td>
<td>0.19 (0.05)</td>
</tr>
<tr>
<td>5</td>
<td>1.29 (0.18)</td>
<td>0.22 (0.03)</td>
<td>0.04 (0.01)</td>
</tr>
<tr>
<td>6</td>
<td>0.89 (0.12)</td>
<td>0.09 (0.01)</td>
<td>0.01 (0.00)</td>
</tr>
<tr>
<td>7</td>
<td>0.48 (0.05)</td>
<td>0.04 (0.01)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>8</td>
<td>0.30 (0.04)</td>
<td>0.03 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>9</td>
<td>0.20 (0.02)</td>
<td>0.01 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>10</td>
<td>0.62 (0.03)</td>
<td>0.02 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
</tbody>
</table>

We observe that, for problem instances with both few and many criteria, the first profile is able to discriminate between a large percentage of alternatives. Furthermore, as we consider problems with a larger number of criteria, this percentage also grows, up to almost 90% for problems with 7 criteria. In all cases, each subsequent profile is able to differentiate between fewer and fewer alternatives. We may therefore conclude that, for problems of this size, inferring models with more than 3 profiles does not offer any significant improvement with respect to the expressiveness of the model. For problems with more than 5 criteria we may even only need to consider SRMP models with at most 2 profiles.

In order to account for any bias caused by dominated alternatives, we further provide in Table 5 the percentage of pair-wise relations between dominated alternatives with respect to the number of profiles needed in order to discriminate them.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( 3 )</th>
<th>( 5 )</th>
<th>( 7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.74 (0.49)</td>
<td>5.23 (0.11)</td>
<td>1.41 (0.02)</td>
</tr>
<tr>
<td>2</td>
<td>4.73 (0.38)</td>
<td>0.74 (0.10)</td>
<td>0.14 (0.02)</td>
</tr>
<tr>
<td>3</td>
<td>1.83 (0.22)</td>
<td>0.20 (0.03)</td>
<td>0.01 (0.00)</td>
</tr>
<tr>
<td>4</td>
<td>0.68 (0.09)</td>
<td>0.06 (0.01)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>5</td>
<td>0.36 (0.04)</td>
<td>0.02 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>6</td>
<td>0.19 (0.02)</td>
<td>0.01 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>7</td>
<td>0.14 (0.02)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>8</td>
<td>0.08 (0.01)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>9</td>
<td>0.05 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>10</td>
<td>0.15 (0.01)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
</tbody>
</table>

Unsurprisingly, for problems with fewer criteria we have a higher total percentage of alternatives that are dominated. We observe, however, that even in the case of dominated alternatives, we may require more than one reference profile in order to construct the preference relation between them, as denoted by the non-zero values below the first line in Table 5.

#### 6.2 Incremental inference of an SRMP model

**6.2.1 Experimental setting**

We continue by presenting some experimental results related to the proposed heuristics using artificially generated datasets with different numbers of alternatives \( n \), criteria \( m \) and profiles \( k \). To do this, we implemented a test platform which integrates the different steps of the test process, starting from the data generation to the evaluation of heuristics.

The DM is simulated by a random SRMP model \( M_{DM} \) with a fixed number of reference profiles that are evaluated on the same criteria as the alternatives. The artificial dataset is decomposed into two subsets, the first one for the elicitation phase (the set of different pairs of alternatives \( L \)) and the second for the test phase, composed of 100 alternatives, which will be used to make sure that the generated model is close to the original one.

The next step uses the same set of pair-wise comparisons \( L \) as input of the different heuristics. At each iteration the heuristic selects a pair of alternatives and assigns them a preference relation using \( M_{DM} \). This then adds a new constraint in the MILP, which we use to construct a new SRMP model \( M_i \). The test data is used to compare the original model \( M_{DM} \) and the current one \( M_i \) by ranking the 100 alternatives using both models, and then comparing these rankings using Kendall’s rank correlation measure \( \tau \). \( \tau \) measures the correlation of two rankings, and varies between 1 and -1. If both rankings are identical then \( \tau = 1 \), while if they are completely different then \( \tau = -1 \).

This experimental protocol is executed using SRMP models of different sizes (number of criteria and the number of profiles) and for each across 100 different problem instances.

We have so far fixed the number of possible pair-wise comparisons to 45 (i.e. \( |L| = 45 \)) and the maximum number of criteria to 7 since a DM may find it difficult to compare alternatives evaluated on more criteria in practice (a limit of 6 criteria was determined in [3]). The analysis on the expressiveness of the SRMP models presented in 6.1 shows that we don’t need more than 3 reference profiles for accurately modelling the DM’s preferences.
6.2.2 Results

In Figure 2, we present the average of the Kendall $\tau$ and its standard deviation on the test data using 100 different independent executions of the proposed SRMP inference protocol, using problem instances of 1 profile and 3 criteria, and the “Similar” heuristic from Section 5.2.

What we can observe here is that on average the Kendall $\tau$ increases when adding new preferences of the DM (i.e. new pairs selected from $L$) and that at the same time the variance decreases, which means that we have a higher precision towards the end of the experiments.
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**Figure 2.** Average and standard deviation of the Kendall $\tau$ for the “Similar” heuristic, for $m = 3$ and $k = 1$

The average of the Kendall $\tau$ for the different heuristics presented in Section 5 with the same configuration as the previous experiment, 1 profile and 3 criteria, is presented in Figure 3. First we observe that the curves of the various heuristics “converge” to approximately the same average value when the number of pairs becomes large (above 25 pairs). This is explained by the fact that the selected set of learning pairs depends less on the heuristic, as more than half of the available pairs of the dataset is considered. Therefore our goal here is to determine a heuristic which performs better than the other ones, when the number of pairs is small. Let us also note that for the “Volume” heuristic, the data of Figure 3 is only based on 50 executions (due to limited time), which explains the more erratic tendency of this result.

While it is difficult to determine a heuristic which clearly dominates the other ones, when the number of criteria increases and the number of profiles stays the same.

![Figure 3](image)

**Figure 3.** Average of the Kendall $\tau$ of all heuristics, for $m = 3$ and $k = 1$

While it is difficult to determine a heuristic which clearly dominates the other ones, when the number of criteria increases and the number of profiles stays the same.

The average of the Kendall $\tau$ for the different heuristics presented in Figure 4 increases when adding new preferences of the DM (i.e. new pairs selected from $L$) and that at the same time the variance decreases, which means that we have a higher precision towards the end of the experiments.
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**Figure 4.** Average and standard deviation of the Kendall $\tau$ for the “Similar” heuristic, for $m = 3$ and $k = 1$

7 Discussion and future work

The results presented in the previous section show that the differences in behaviour of the various heuristics that we defined in Section 5 is not influenced by the nature of data (e.g. number of profiles and criteria). We have almost the same curve for all the tested heuristics for the same type of data as shown in Figure 4. However, the volume heuristic seems to be promising, especially during the early steps of the incremental learning process.

One reason that may explain these results is that the studied heuristics do not reduce enough the space of possible solutions, which gives the MIP solver the possibility to choose a solution which is completely different from the one from the previous iteration.

Another observation that we can make is that with the current configuration of the experiment, the test data contains a lot of indifferent alternatives when ranked by the generated models. This might also have an impact on our results.

Currently the volume heuristic seems the most promising. However, due to complexity issues, this heuristic is very costly, and our results, at the time of writing, are only partial. The calculations are ongoing.

Future work will focus on trying to improve the complexity of the “volume” heuristic and its computation time. We also consider to refine the benchmark generation by reducing the amount of indif-
different alternative pairs. Another aspect which can be considered, is to consider the topic of generating the pairs of alternatives to present to the DM on the spot, as opposed to selecting pairs from an existing database, as is imposed currently by our real-world application context.
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Figure 4. Average of Kendall $\tau$ of all heuristics with different numbers of criteria and profiles


